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Why study simplicity? cost, speed

When this won’t work? ε-Dominance

What’s the difference between SE/general data mining? under-exploited simplicities 
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From Last Exam

 
  

Token frequencies,
human languageS

  
 

Token frequency  
top to bottom: 
Tomcat, Jetty, 
jHotdraw jUnit 

* Hindle, Abram, et al. "On the naturalness of software." Software Engineering (ICSE), 2012 34th International 
Conference on. IEEE, 2012.



Software analytics should be easier.
Software analytics can be easier. 
But it can be very hard to show it can be easier. 
And, sometimes, it can be too easy. 
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My Thesis:

Future work:
When to be simpler.
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Software analytics should be easier.
Software analytics can be easier. [Fu et al. IST 2016]

But it can be very hard to show it can be easier. [Fu et al. FSE 2017 A]

And, sometimes, it can be too easy. [Fu et al. FSE 2017 B]

My Thesis



Software Analytics
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Effort estimation Software Defect Prediction 

Many Others…..
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Data

Training process

Model

 A  Typical Software Analytics Framework

Learner
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2007 TSE

Decision Tree, Naive Bayes
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2007 TSE

2016 ICSE

Deep Learning

Decision Tree, Naive Bayes
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Simpler or more complex software analytics?
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Software analytics should be easier.
Software analytics can be easier. [Fu et al, IST 2016]

But it can be very hard to show it can be easier. [Fu et al, FSE 2017 A]

And, sometimes, it can be too easy. [Fu et al, FSE 2017 B]

My Thesis
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Why Easier:  Cost & Speed

Dr. Mark Harman@UCL

FSE’13: Wang et al[Wang13]

Wait Years of CPU time

Dr. Sung Kim@HKUST

FSE’16: Gu et al[Gu16]

Wait 10 Days of GPU time

Dr. Tien N. Nguyen@UTDallas

ASE’15: Lam et al[Lam15]

Wait Weeks of CPU time

Dr. Tim Menzies@NCSU

FSE’17: Fu et al[Fu17]

Wait 10 minutes of CPU time
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Dr. Devanbu@UC Davis

FSE’17: Hellendoorn et 
al[Hellendorrn17]

Simpler, faster methods,  complex 
DL is not always the best.

Why Easier:  Cost & Speed
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Why Easier:  Cost

Local hardware:
● AlphaGo: 1920 CPUs and 280 GPUs*, 

$3000 electric bill per game

* https://en.wikipedia.org/wiki/AlphaGo
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Software analytics should be easier.
Software analytics can be easier. [Fu et al, IST 2016]

But it can be very hard to show it can be easier. [Fu et al, FSE 2017 A]

And, sometimes, it can be too easy. [Fu et al, FSE 2017 B]

My Thesis
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Fu, Wei, Tim Menzies, and Xipeng Shen. "Tuning for software analytics: Is it 
really necessary?." Information and Software Technology 76 (2016): 135-146.

Fu et al. IST journal ’16
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Tuning is Ignored in SE

* Fu, Wei, Vivek Nair, and Tim Menzies. "Why is Differential Evolution Better than Grid Search for Tuning Defect Predictors?." arXiv preprint arXiv:1609.02613 (2016).

Literature Review On Defect Prediction* 

Just Mention Tuning

Manually Tuning
Grid SearchDE

Never Mention Tuning

Fu et al. IST journal ’16
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Data

Training process

Model

Tuning Defect Predictors

Learner DE tuner

Fu et al. IST journal ’16
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Differential Evolution

Population = Pick N options at random # e.g. N =10

M times repeat : # e.g. M = 5

for Parent in Population:

●  Select a, b, c = three other items in population.
●  Candidate = a + f*(b-c) # ish
●  if Candidate “better”, replace Parent.

Fu et al. IST journal ’16
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Tuning Defect Predictors
Fu et al. IST journal ’16
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Time Cost of Tuning Defect Predictors

x62 x45

Fu et al. IST journal ’16
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Software analytics should be easier.
Software analytics can be easier. [Fu et al, IST 2016]

But it can be very hard to show it can be easier. [Fu et al, FSE 2017 A]

And, sometimes, it can be too easy. [Fu et al, FSE 2017 B]

My Thesis
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Data

Training process

Model

Our Objective

Complex Method (e.g., Deep Learning)

Fu et al. Deep Learning, FSE’17
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Data Model

Our Objective

Training process

Simple method

Fu et al. Deep Learning, FSE’17
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Wei Fu, and Tim Menzies. "Easy over hard: a case study on deep learning." 
In Proceedings of the 2017 11th Joint Meeting on Foundations of Software 
Engineering, pp. 49-60. ACM, 2017.

Fu et al. Deep Learning, FSE’17
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Deep Learning in SE

● From 2015 to 2017, 11 DL paper in SE

● 4 Papers mentioned training cost

● None compares DL costs with competitor methods

Fu et al. Deep Learning, FSE’17
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How Hard Can It Be ?

● Baseline methods are not well described

● No Data, No DL Code

● Did not report DL costs

Fu et al. Deep Learning, FSE’17
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ASE’16

What I Got

Given two questions from stack 

overflow, are they duplicate, direct 

link, indirect link or isolated?

Fu et al. Deep Learning, FSE’17
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Comparison

ASE’16(Xu et al.)

Baseline: SVM
Proposed: CNN

FSE’17(Fu et al.)

Baseline: CNN
Proposed: SVM+DE

Fu et al. Deep Learning, FSE’17
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What I  Did Over One Month

● Collect data from Stack Overflow (60 GB)

● Pre-process data 

● Follow Xu et al, replicate their experiment

Fu et al. Deep Learning, FSE’17
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Data

Training process

Model

Xu et al. Baseline Method

SVM

Fu et al. Deep Learning, FSE’17
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Successfully Reproduce Xu’s Baseline
Fu et al. Deep Learning, FSE’17
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Data

Training process

Model

Xu et al’s Complex Method: CNN

Convolutional Neural Networks

Fu et al. Deep Learning, FSE’17
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Resnet-34

AlexNet-8

VGG-16

Resnet-152

Typical CNN Architectures

* http://sqlml.azurewebsites.net/2017/09/12/convolutional-neural-network/
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Fu et al. Deep Learning, FSE’17

Xu et al’s CNN Architecture

CONV:  a dot product 

RELU:  max(0,x) 

POOL:  downsampling 
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Data

Training process

Model

Simple Method: Tuning SVM With DE

SVM DE tuner

Fu et al. Deep Learning, FSE’17
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More Details 
Fu et al. Deep Learning, FSE’17
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Easy Over Hard: 
Simplicity = Better results

Fu et al. Deep Learning, FSE’17
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Easy Over Hard: Less Runtime
Fu et al. Deep Learning, FSE’17
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Software analytics should be easier.
Software analytics can be easier. [Fu et al, IST 2016]

But it can be very hard to show it can be easier. [Fu et al, FSE 2017 A]

And, sometimes, it can be too easy. [Fu et al, FSE 2017 B]

My Thesis
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Wei Fu, and Tim Menzies. "Revisiting unsupervised learning for defect 
prediction." In Proceedings of the 2017 11th Joint Meeting on Foundations of 
Software Engineering, pp. 72-83. ACM, 2017.

Fu et al. Defect Prediction, FSE’17
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FSE’16

Fu et al. Defect Prediction, FSE’17
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Data

Training process

Model

 A  Typical Software Analytics Framework

Learner

SupƄƑƯƢseƃ

Fu et al. Defect Prediction, FSE’17
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Testing Data

Testing Process

Results

Yang et al: Unsupervised Framework

AUC
bad         other

recall 20% effort 

LOC

[Koru 2010]Koru, Gunes, et al. "Testing the theory of relative defect proneness for closed-source software." Empirical Software 
Engineering 15.6 (2010): 577-598.

Fu et al. Defect Prediction, FSE’17
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More Details Over Here

Build 12 unsupervised models, on testing data:

20% effort

10% effort Predicted as
 “Defective”
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Fu et al. Defect Prediction, FSE’17
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Our comments

● Reported averaged results across all projects

● How to apply 12 unsupervised learners in practice

Fu et al. Defect Prediction, FSE’17
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Data

Training process

Model

 A  Typical Software Analytics Framework

Learner

Fu et al. Defect Prediction, FSE’17
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OneWay

Fu et al. Defect Prediction, FSE’17
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OneWay is not “the Way”

OneWay:

  “The alternative way, maybe not the best way!”
                   
                                                                           --Wei 

Fu et al. Defect Prediction, FSE’17
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Data

Training process

Model

OneWay Framework

12 learners Select best

Fu et al. Defect Prediction, FSE’17
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Performance Measure

• Recall

• Popt

• F1

• Precision

(Larger = Better)

Fu et al. Defect Prediction, FSE’17
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Our Result Format

Bugzilla

Platform

Mozilla

JDT

Columba

PostgreSQL

Blue: Better

Black: Similar

Red: Worse

Report results on a project-by-project basis.
Recall

Fu et al. Defect Prediction, FSE’17



52

Research Questions

• All unsupervised predictors better than supervised? 

• Is it beneficial to use supervised data? 

• OneWay better than standard supervised predictors?

Fu et al. Defect Prediction, FSE’17
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Research Questions

• All unsupervised predictors better than supervised? 

• Is it beneficial to use supervised data? 

• OneWay better than standard supervised predictors?

Fu et al. Defect Prediction, FSE’17
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RQ1: All Unsupervised Predictors Better ? 
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Fu et al. Defect Prediction, FSE’17
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RQ1: All Unsupervised Predictors Better ? 

Fu et al. Defect Prediction, FSE’17
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Research Questions

• All unsupervised predictors better than supervised? 

• Is it beneficial to use supervised data? 

• OneWay better than standard supervised predictors?

Fu et al. Defect Prediction, FSE’17
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RQ2: Is It Beneficial to Use Supervised Data?
Fu et al. Defect Prediction, FSE’17
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RQ2: Is It Beneficial to Use Supervised Data?
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Fu et al. Defect Prediction, FSE’17
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Research Questions

• All unsupervised predictors better than supervised? 

• Is it beneficial to use supervised data? 

• OneWay better than standard supervised predictors?

Fu et al. Defect Prediction, FSE’17
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RQ3: OneWay Better than Standard Supervised Predictors?

60

F1 PrecisionRecall Popt

Fu et al. Defect Prediction, FSE’17
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Software analytics should be easier.
Software analytics can be easier. [Fu et al, IST 2016]

But it can be very hard to show it can be easier. [Fu et al, FSE 2017 A]

And, sometimes, it can be too easy. [Fu et al, FSE 2017 B]

My Thesis
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When to be simpler?
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Wei Fu, Tim Menzies, Di Chen, and Amritanshu Agrawal. "Building Better 

Quality Predictors Using ‘ε-Dominance’." Submitted to FSE’ 2018.

Fu et al. ε-Dominance, submitted to FSE’18
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“Many Roads Lead to Rome”

Similar learners:

● Lessman et al[lessman’08]: 17/22 defect predictors are indistinguishable.

● Gohtra et al[Gohtra’15]: 32 defect predictors can be clustered into 4 groups.

If learners have a “result space”(recall vs false alarm):

● What “shape” of results spaces leads to “many roads”?

● Can we reverse engineer from that space a much simpler defect predictor?

Fu et al. ε-Dominance, submitted to FSE’18
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Deb’s principle of ε-Dominance
If there exists some ϵ  value below which it is useless or impossible to 
distinguish results, then It is superfluous to explore anything less than ϵ 

R
ec

al
l

False Alarm

ϵ = 0.2

Deb, Kalyanmoy, Manikanth Mohan, and Shikhar Mishra. "Evaluating the ε-domination based multi-objective evolutionary algorithm for a quick computation of 
Pareto-optimal solutions." Evolutionary computation 13.4 (2005): 501-525.

Fu et al. ε-Dominance, submitted to FSE’18



66

DART: Fast-and-Frugal Tree(FFT)

We used d=4, 2^d=16 trees to 
explore the results space.

R
ec

al
l

False Alarm

Fu et al. ε-Dominance, submitted to FSE’18
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RQ1: DARTS Better than Established Learners?
Fu et al. ε-Dominance, submitted to FSE’18

* Ghotra, Baljinder, Shane McIntosh, and Ahmed E. Hassan. "Revisiting the impact of classification techniques on the performance of defect prediction models." 
Proceedings of the 37th International Conference on Software Engineering-Volume 1. IEEE Press, 2015.
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RQ2: DARTS Better than Goal-Savvy Learners?
Fu et al. ε-Dominance, submitted to FSE’18

Fu, Wei, Tim Menzies, and Xipeng Shen. "Tuning for software analytics: Is it really necessary?." Information and 
Software Technology 76 (2016): 135-146.
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RQ3: DARTS Better than Data-Savvy Learners?
Fu et al. ε-Dominance, submitted to FSE’18

*Agrawal, Amritanshu, and Tim Menzies. "" Better Data" is Better than" Better Data Miners"(Benefits of Tuning 
SMOTE for Defect Prediction)." arXiv preprint arXiv:1705.03697 (2017).
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Conclusion
Fu et al. ε-Dominance, submitted to FSE’18



71

Future of Future Work
● Apply  ε-Dominance to other software analytics tasks.

○ Text Mining

○ Issue closing time prediction 

● Determine ε threshold

● Other criteria to simplify software analytics.

Fu et al. ε-Dominance, submitted to FSE’18
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From Last Exam

Why study simplicity? cost, speed

When this won’t work? ε-Dominance

What’s the difference between SE/general data mining? under-exploited simplicities  

 
  

Token frequencies,
human languageS

 
  

Token frequency  
top to bottom: 
Tomcat, Jetty, 
jHotdraw jUnit 
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Thank You!


